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Abstract

Fluorescence microscopy is a critical tool for investigating complex biological processes at the cellu-
lar level. However, accurately estimating fluorescence signals in noisy and dense environments poses
a formidable challenge. In these experiments we focus on developing self-supervised strategies for
stochastic filtering in fluorescence microscopy while addressing the inherent complexity and NP-hard
nature of the problem.

Stochastic filtering in fluorescence microscopy is deemed NP-hard due to the computational complexity
associated with finding the optimal solution. The problem involves estimating the underlying fluores-
cence signals based on noisy observations and incorporating the stochastic nature of the fluorescence
process. This estimation process typically requires considering multiple interacting particles and their
potential trajectories, making it computationally demanding. Existing strategies for stochastic filter-
ing in fluorescence microscopy often suffer from issues such as high computational complexity, which
restrict their applicability to real-time or large-scale microscopy data analysis. The NP-hardness of the
problem further emphasises the need for innovative and efficient methods.

To tackle these challenges, we explore the potential of transformers, a type of neural network architec-
ture, for stochastic filtering in fluorescence microscopy. Transformers have demonstrated exceptional
capabilities in capturing complex patterns and dependencies, making them promising candidates for
addressing the computational demands of stochastic filtering. By leveraging their ability to model
the full context of the noisy and dense fluorescence microscopy environment, transformers offer the
potential for more accurate and efficient signal estimation. This analysis reveals the distinct learning
mechanisms of these methods and explores the regimes where they excel or face limitations. Under-
standing the computational characteristics and comparative performance of these approaches provides
valuable insights for selecting appropriate methods based on specific requirements.
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Chapter 1

Understanding Dense and Noisy
Environments

Intracellular dynamics plays a fundamental role in cell biology and biomedical research, aimed at
understanding various cellular processes and their underlying mechanisms. It involves the analysis
and monitoring of particles, such as organelles, vesicles, and molecular complexes, within living cells.
Accurate tracking of intracellular particles is crucial for elucidating cellular dynamics, protein trafficking
[1], cell signalling pathways [2], and other essential cellular functions.

The ability to accurately track intracellular particles in dense and noisy environments has far-reaching
implications for various biological applications. It is not only useful for the measurement of biophys-
ical quantities of interest (process number, lifetime, frequency, etc) but also enables the data-driven
modelling of complex systems at large scale [3]. For example, robust cell division requires the co-
ordinated positioning and polymerisation of thousands of microtubules to capture chromosomes [4].
Cell migration requires actin assembly, adhesion dynamics formation and signal fluctuation [5] which
necessitates tracking several particles. One of the principal reasons why none of these processes are
understood fully comes from the complex nature of their dynamics combined with their very large
number. Besides, there are many other cases where particle tracking can help us better understand
their dynamics. Tracking mitochondria can provide insights into their fusion and fission processes [6],
which are critical for maintaining cellular energy balance [7] and regulating apoptosis. Investigating the
behaviour of other organelles, such as lysosomes [8] or peroxisomes [9], can also shed light on cellular
processes associated with various diseases. Cell migration plays a crucial role in various physiologi-
cal and pathological processes, including embryonic development [10], wound healing [11], and cancer
metastasis [12]. Tracking intracellular particles can facilitate the study of cell migration by providing
information on cell shape changes [13], lamellipodia formation [14], and the movement of signalling
molecules involved in migration pathways [15]. Accurate tracking in dense and noisy environments is
essential for uncovering the complex mechanisms governing cell movement. Development of compu-
tational methods to track particles in dense and noisy environments is, thus, essential to automate
discovery.

1.1 Fluorescence Microscopy
Fluorescence microscopy [16] is an advanced optical imaging technique widely employed in the field of
molecular biology and biomedical research. It utilises the phenomenon of fluorescence, wherein certain
molecules, known as fluorophores, exhibit the ability to absorb photons of specific wavelengths and
subsequently emit photons of a longer wavelength upon excitation.
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Figure 1.1: Challenges in measuring physiological processes in the context of microtubule dynamics in
haematopoietic stem cells; (a) in early haematopoiesis, since the fluorophore expression is very low, it
is hard to capture their dynamics, (b) in later stages of haematopoiesis, we are able to better capture
the details but the biological research in this regime is limited.

The principle of molecular labelling lies at the core of fluorescence microscopy. This technique enables
the visualisation and localisation of specific molecules or structures within biological samples with
exceptional precision and sensitivity. To achieve this, target molecules of interest are selectively labelled
or tagged with fluorophores that possess distinctive spectral characteristics.

The process of molecular labeling typically involves the conjugation of fluorophores to specific molecular
targets, such as proteins, nucleic acids, or small molecules. These fluorophore-conjugated probes or
antibodies, referred to as molecular probes, are designed to bind specifically to their intended target,
thereby enabling the selective identification and visualisation of the labelled molecules within the
sample. Upon illumination with an appropriate excitation light source, the fluorophores attached to
the labelled molecules absorb photons of the excitation wavelength. This absorption results in the
elevation of the fluorophores’ electronic energy states from their ground state to higher energy levels.
Following excitation, the fluorophores rapidly undergo a non-radiative relaxation process, returning
to their ground state through vibrational and thermal energy dissipation. Alternatively, they may
transition to higher energy states with subsequent non-radiative decay. However, the most significant
pathway involves the radiative decay or fluorescence emission, wherein the fluorophores release photons
with longer wavelengths than those absorbed during excitation. To capture these emitted photons,
specialised optical filters are employed in fluorescence microscopy. These filters effectively discriminate
against the excitation light and allow only the fluorescence emission to reach the detector, thereby
enabling the acquisition of high-contrast images. The fluorescence signals captured by the detector are
then translated into a visual representation, often in the form of coloured images, where each color
corresponds to a specific fluorophore or molecular probe used for labelling. By employing multiple
fluorophores with distinct emission spectra, it becomes possible to simultaneously visualise different
molecular targets within the sample, facilitating the study of complex biological processes and spatial
relationships.

A main challenge in fluorescence microscopy is the possibility of defective or incomplete expression of
the fluorophores within the labelled molecules (see Fig. 1.1). This can occur due to various factors
such as improper labelling techniques, suboptimal conjugation chemistry, or inefficient delivery of the
labelled probes into the target cells or tissues. In some cases, even with proper labelling procedures,
the natural expression levels of the target molecules may be inherently low. This limited abundance
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of the labelled molecules results in weak fluorescence signals that are challenging to detect above
the background noise. Consequently, this can reduce the sensitivity and signal-to-noise ratio of the
fluorescence microscopy images, making it difficult to distinguish the specific signal from the background
fluorescence. Further, fluorophores used in fluorescence microscopy are prone to photobleaching, which
refers to the irreversible loss of fluorescence signal over time due to the photochemical degradation of
the fluorophores. Prolonged exposure to excitation light leads to cumulative photodamage and reduced
fluorescence intensity, ultimately limiting the duration of imaging experiments.

1.2 Case: Molecular Dynamics in Early Haematopoiesis
1.2.1 Haematopoiesis
Haematopoiesis is the process of blood cell formation in the body. It involves the production, differ-
entiation, and maturation of blood cells from haematopoietic stem cells (HSCs) located primarily in
the bone marrow. Haematopoiesis ensures the continuous production of various types of blood cells
to maintain normal physiological function. During haematopoiesis, HSCs undergo a series of steps to
differentiate into different types of blood cells, including red blood cells (erythrocytes), white blood
cells (leukocytes), and platelets. This process is tightly regulated by a complex interplay of intrinsic
cellular factors and signals from the microenvironment or bone marrow niche.

The differentiation process begins with the commitment of HSCs to specific lineage pathways, such as
myeloid or lymphoid lineages. Myeloid lineage gives rise to red blood cells, granulocytes, monocytes,
and platelets, while lymphoid lineage produces B and T lymphocytes, which are involved in immune
responses. The differentiation and maturation of blood cells involve a series of proliferative, differ-
entiative, and maturation stages, during which specific transcription factors and signaling molecules
orchestrate the development of different blood cell lineages. The process also involves complex inter-
actions between haematopoietic cells, the bone marrow microenvironment, and various growth factors
and cytokines.

1.2.2 Cytoskeleton dynamics affect nuclear shape in early haematopoiesis
Biedzinski et. al [17] carried out experiments to understand the correlation between the behaviour
of microtubules and how it affected the nuclei of the haematopoietic progenitor cells (HPCs). It was
found that disrupting microtubule organisation using the drugs nocodazole and taxol led to changes in
the shape of the nucleus during haematopoietic differentiation. We schematise these experimentations
in Fig. 1.2. Treatment with nocodazole, which depolymerises microtubules, caused the nuclei of
haematopoietic progenitor cells (HPCs) to become more elongated and less circular in shape. In
contrast, treatment with taxol, which stabilises microtubules, caused the nuclei of HPCs to become
more circular and less elongated in shape.

These changes in nuclear shape were attributed to the role of microtubules in regulating the distribution
of nuclear pore complexes (NPCs), which are crucial for the transport of molecules in and out of the
nucleusa. Disrupting microtubule organisation, hence, altered the distribution of NPCs, which in turn
affected the shape of the nucleus.

In the aforementioned experiments, the only molecular dynamics that were quantified were those of
the NPCs. This is primarily because the speed in which HSCs differentiate is very high, and it is
very difficult (as we will develop later in this chapter) to infer the microtubule dynamics from those

aIt is also established in their study that the organisation of microtubules in HPCs affects the expression patterns of
myeloid differentiation. Thus, one can argue that in many cases, geometry affects the genome, which makes it even more
important to be able to track particles, from a genomic standpoint.
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Figure 1.2: Microtubule stability affects the distribution of nuclear pore complexes in mice haematopoi-
etic progenitor cells which further affects the shape of the nucleus.

observations. So, instead, indirect inferences are made to understand the effect of microtubules in
differentiation.

1.3 Case: Molecular Dynamics and Neural Stem Cells
1.3.1 Neurogenesis and neural stem cells
Neurogenesis is the process by which new neurons (brain cells) are generated in the brain. It is a
fundamental process in brain development, learning, and memory formation. Neural stem cells are
specialised cells that give rise to new neurons and other cell types in the brain. Neural stem cells are
unique because they have the ability to self-renew, meaning they can divide and produce more stem
cells, as well as differentiate into different types of brain cells, including neurons and glial cells (support
cells in the brain).

During neurogenesis, neural stem cells undergo a series of complex processes. They first divide, gen-
erating either more neural stem cells or progenitor cells. These progenitor cells then undergo further
division and differentiation, ultimately developing into fully mature and functional neurons. Neu-
rogenesis is tightly regulated by various factors, including genetic programs, molecular signals, and
environmental cues. Disruptions in neurogenesis can have significant implications for brain function
and have been associated with neurological disorders, cognitive decline, and mood disorders.

1.3.2 AKNA and its role in neurogenesis
AKNA (At-hook containing transcription factor) is a protein that has been the subject of scientific
investigation due to its role in various cellular processes. It is found in the nucleus of cells, where it
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Figure 1.3: AKNA regulates the activity of CEP192, which is involved in microtubule organisation in
neural stem cells, thereby facilitating stable cell division.

interacts with DNA and helps regulate gene expression.

One notable aspect of AKNA is its involvement in neurogenesis [18]. Research has shown that AKNA
is highly expressed in neural stem cells, which are responsible for generating new neurons. AKNA’s
presence in these cells suggests that it plays a crucial role in brain development. Specifically, AKNA
has been found to be important for organising microtubules within neural stem cells. AKNA helps
ensure the proper organisation and functioning of microtubules during neurogenesis (see Fig. 1.3).

Experiments studying AKNA have demonstrated that its deficiency can lead to disorganised micro-
tubules in neural stem cells. This disruption in microtubule organisation, in turn, impairs neurogenesis
and can lead to defects in brain development and function. Conversely, overexpression of AKNA en-
hances microtubule organisation and promotes neurogenesis. This suggests that AKNA plays a crucial
role in orchestrating the dynamic processes of neural stem cell division and migration, which are essen-
tial for proper brain development. These conclusions could only be reached by tracking microtubules.

1.4 Tracking Particles is Hard
The concern in contexts like the ones discussed above is that the observations of fluorescence microscopy
are very noisy, and these environments are biologically very dense, i.e., there are many particles in a
confined space whose trajectories most certainly cross or coincide with each other. This is computa-
tionally challenging because it involves associating the observations (i.e., the particle positions) over
time with individual particles in the scene. In particular, the challenge arises when particles are closely
spaced and/or have highly variable or complex motion patterns, which can lead to ambiguity in as-
sociating observations with individual particles. Formally, this is a data association problem – given
a set of observations over time and a set of possible particle trajectories, the task is to determine the
association between the observations and the true particle trajectories. This is typically done using
probabilistic models, such as Bayesian filtering or maximum likelihood estimation. We will discuss
theories of Bayesian filtering techniques in Ch. 2.

The complexity of the problem depends on the number of particles, the dimensionality of the problem,
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the density of particles, the variability of particle motion, and the amount of noise in the observa-
tions. In general, the problem becomes computationally intractable as the number of particles and the
dimensionality of the problem increase. In particular, the problem of particle tracking in dense and
noisy environments is known to be NP-hardb because it can be reduced to the problem of finding the
maximum cliquec in a graph [19] [20]. Specifically, each particle trajectory can be represented as a
node in a graph, and edges are added between nodes if the corresponding trajectories overlap in time
and space.

The problem at hand involves solving an inverse problem to reconstruct trajectories based on measure-
ments that contain noise. In this scenario, we have a collection of particles whose motion parameters
we need to estimate. These motion parameters describe the behaviour of each particle, such as its
position, velocity, or acceleration. Additionally, we need to determine the association between the
measurements and the trajectories [21], i.e., which measurements correspond to which particles at each
time step. However, due to the presence of noise in the measurements and the lack of direct knowl-
edge about the motion parameters and associations, the problem becomes challenging. To complicate
matters further, the number of possible associations between measurements and trajectories grows ex-
ponentially as the number of particles and time steps increase. This exponential growth leads to an
extremely large number of hypotheses to consider, making it computationally infeasible to exhaus-
tively evaluate all possibilities. Consequently, finding the optimal solution becomes a computationally
complex and NP-hard problem.

bIn computer science, an NP-hard problem is a problem that cannot be solved in polynomial time for all cases.
cIn graph theory, a clique is a group of vertices (or nodes) in a graph such that every vertex in the group is connected

to every other vertex in the group. Finding a maximum clique in a graph means finding the largest possible group of
vertices that are all connected to each other.
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Chapter 2

The Bayes-ics of Particle Tracking

We established in the previous chapter that measuring intracellular dynamics is an important tool to
understanding physiological processes. Yet, we also showed that an exhaustive analysis of all of the
trajectory set was not computationally feasible. In this chapter we discuss conventional approaches
used to provide a sub-optimal solution to our problem in the stochastic filtering framework. We
know that this is particularly challenging when there are uncertainties, such as sensor noise or external
disturbances, or in most cases, both. We will explore, on a theoretical and superficial level, the problems
that these kinds of experimental errors pose and the mathematical basis of the ways in which we can
tackle them.

2.1 Dynamic Estimation of a Single Molecular Process with
Stochastic Filtering

In order to introduce notations and the stochastic filtering concepts, we present in this section the
trivial case were a single particle is present in the field of view. Consider this particle to be at state xt

at a time instant t.

xt =


xt

yt
dxt

dyt


where xt and yt are components of positions in the x- and y- axes respectively, and dxt and dyt are the
components of velocity in these axes respectively. It might be tempting to believe that if the current
state, xt, and the dynamic model are known to us, it is fairly easy to “calculate” the next state. This
is not true because measurements largely come with a factor of error. This error depends on many
parameters – calibration, signal to noise ratio, etc (measurement noise). Further, a target motion might
not be aligned with what is expected of the motion (process noise). Further, to estimate the current
state, one would need to remember all historical measurements thereby leading to a requirement of
large memory. One would, moreover have to recalculate repeatedly to update the estimated value after
every new measurement. A more practical approach is to keep only the previous estimate and update
that. Kalman filtering can thus be summarised into two steps:

1. Estimate the current state based on two things – measurement and the previous prediction.

2. Using the model of prediction, predict the next state based on the current state estimate.
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Figure 2.1: A schematic representation of the Kalman filtering technique (Note: P refers to the predic-
tion mechanism and U refers to the updation mechanism)

Mathematically, if we have a state transition model F ∈ R4×4 (which would govern the motion of the
particle, say, Brownian or directed), an observation model H ∈ R4×4 which would map the true state
space (the ground truth) to the observed space (the measurements from fluorescence microscopy), then
we can write the filtering equations as below:

xt+1 = Fxt + µµµt+1 (2.1)

zt+1 = Hxt+1 +ωωωt+1 (2.2)

zt represents the time t measurement of the true state xt.

Here, µµµt ∈ M represents the process noise as discussed above. It is drawn from a multi-variate normal
distribution with zero mean, N , and its covariance Qt : µµµt ∼ N (0,Qt). Similarly ωωωt ∈ ΩΩΩ is the observed
noise, which is assumed to be a zero mean normal white noise with covariance Rt : ωωωt ∼ N (0,Qt).

Note that besides the state of the filter being represented by the a posteriori state estimate xt, another
component of its representation is given by its a posteriori covariance matrix estimate Pt.

So, when the state filter is predicted, both of these representations are predicted.

Predicted a priori state estimate:
x̂t+1 = Fxt (2.3)

Predicted a priori covariance estimatea:

P̂t+1 = FPtFT + Qt (2.4)

Now that the predictions are out of the way, one ought to update the filters. In order to update, a
term called innovationb is introduced.

Measured innovation:
ỹt+1 = zt+1 − Hx̂t+1 (2.5)

aIf we multiply the distribution xt with the matrix F, then its covariance gives the identity cov(Fxt) = F.cov(xt).FT .
With only this transformation, everything should work fine if the state evolves based on its own properties. Everything
should still be fine if the state evolves based on certain external forces as long as those forces are known. To account for
the uncertainty of those external forces, the additive term Qt is incorporated.

bInnovation can be defined as the amount of zt+1 not explained by the current prediction
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Innovation covariance:
St+1 = HP̂t+1HT + Rt+1 (2.6)

Using the innovation covariance St+1, an optimal Kalman gain Kt+1 is calculated:

Kt+1 = P̂t+1HTS−1
t+1 (2.7)

Now, we have everything to update the filter:

xt+1 = x̂t+1 + Kt+1ỹt+1 (2.8)

Pt+1 = (I − Kt+1H)x̂t+1 (2.9)

where I is the identity matrix.

2.2 Dynamic Estimation of Multiple Molecular Processes in
Clutter

Increasing the frame rate in fluorescence microscopy improves the temporal resolution of the imaging
process – we can obtain a more detailed representation of the dynamic events occurring within the
sample. With a higher frame rate, there are more data points available for tracking, allowing for
more precise determination of particle trajectories and velocities. This is particularly beneficial when
studying fast-moving particles or particles undergoing rapid changes in their movements. Biological
systems often exhibit stochastic behaviour or intermittent events that occur sporadically. By increasing
the frame rate, the likelihood of capturing these rare events within the imaging time window can be
increased. This would provide valuable insights into the underlying system dynamics and can lead to
a deeper understanding of biological processes.

While increasing the frame rate offers these advantages, it is important to understand the challenges
that arise with higher frame rates, specifically in terms of clutter. As the frame rate increases, so does
the frequency of image acquisition. This can result in an increased amount of noise and unwanted
signals, leading to higher clutter levels in the images. Understanding and managing this clutter is
crucial for accurate particle tracking and reliable analysis of fluorescence microscopy data.

2.2.1 Problem Formulation
Consider a set of N fluorescence-labelled particles X = {Xi}i=0:N where Xi = {xi

t0
, ..., xi

t0+l} ∈ R2×l is
a sequence of positions describing an unknown dynamic process, t0 ∈ R denoting its time of birth and
l ∈ R denoting its lifetime. Further consider that the measurements of the set X acquired from the
microscopy in a duration of t = T time steps is denoted as Z = {Zt}t=0:T .

Z is the union of measurements that come from the particles of interest in X, that we denote by Zp

and the measurements that come from clutter (false positives), that we denote by Zc
c. Therefore,

Z = {Zp ∪ Zc}. As discussed in Ch. 1, the optimal reconstruction from X to Z is NP-hard – i.e., it
requires the evaluation of each possible combination in Z to optimise p(X|Z). The following Bayesian
filtering equation provides an iterative approach to approximate this problem:

cThis problem of clutter arises because in order to understand particle behaviour, a naive solution would be to increase
the frequency of acquisition, but this increase in acquisition leads to a high rate of false positives that can be modelled
from a Poisson point process.
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p(Xt|Z1:t) = p(Zt|Xt)

∫
p(Xt|Xt−1)p(Xt−1|Z1:t−1)dX (2.10)

In order for this equation to hold true, we need to account for certain assumptions. This approach
considers that Xt follows a Markovian assumption with known transition probability p(Xt|Xt−1) and an
a priori p(X0). We also have to assume that Zt only depends on Xt. These hypotheses are summarised
in the state-space model in eq. 2.1 and eq. 2.2.

Note that the Bayesian filtering view is a generalised approach to the Kalman filtering view. While
this iterative formulation provides a framework to assess the probability p(Xt|Z1:t), finding its optimum
still requires the filtering of all possible combinations in Z. This inevitably calls for ad-hoc heuristics to
prune the tree of possible associations and reduce the number of sequences to be evaluated concurrently.
Generally, this is carried out through repeated cycles of state prediction p(Xt|Xt−1), finding a reduction
of the possible number of associations between states and measurements through the computation of
p(Zt|Xt), and state update p(Xt|Zt). We will develop more on this later in this chapter, when we discuss
multiple hypothesis tracking.

2.2.2 Hypothesis Pruning
By now, we have understood that increasing the frame rate leads to a higher rate of image acquisition,
providing more temporal information and improving the ability to capture fast dynamic processes.
However, a higher frame rate also introduces challenges, such as increased clutter in the images. Clutter
refers to the presence of unwanted or irrelevant signals, noise, or particles that can interfere with
accurate particle tracking. This increased clutter in high frame rate microscopy generates a larger
number of hypotheses for particle tracking algorithms. Hypotheses represent potential associations
between observed measurements and true target tracks. As the clutter level rises, the number of
false alarms and spurious measurements also increases. These false alarms can lead to the generation
of numerous incorrect hypotheses, making the particle tracking task computationally complex and
challenging. This changes the probability to associate the measurements to the predictions to now
account for all the hypotheses available at a specific time step.

p(Zt|Xt) =
∑
ηηηti∈H′

t

p(Zt|Xt, ηηη
t
i)p(ηηη

t
i|Xt) (2.11)

where ηηηti is the best association between the hypotheses and the tracks, and H′
t = {ηηηti} ⊂ Ht is the set

of all of these best associations. Note that this is also true for when there is no clutter, but when there
are multiple particles.

This, then makes the iterative Bayesian formulation described in eq. 2.10 as follows:

p(Xt|Z1:t) =
∑
ηηηti∈H′

t

p(Zt|Xt, ηηη
t
i)p(ηηη

t
i|Xt)

∫
p(Xt|Xt−1)p(Xt−1|Z1:t−1)dX (2.12)

To address this problem, an effective strategy for hypothesis pruning is required. Hypothesis pruning
involves selecting the most likely and reliable hypotheses while discarding or disregarding the incorrect
or unlikely ones. The goal is to reduce the computational burden associated with a large number of
hypotheses and to improve the accuracy and efficiency of particle tracking algorithms.

10 CHAPTER 2. THE BAYES-ICS OF PARTICLE TRACKING



In the context of this study, at least for the traditional Bayesian approaches, we define this best
association in terms of the least Mahalanobis distanced. But the question remains, “is there a better
strategy for selecting the best hypotheses out of all hypotheses?” This is a question that we will come
back to in Ch. 4 when we test the limits of computations of multiple particle tracking algorithms.

2.3 A Simple Pruning Strategy for Multiple Particle Tracking
The theories described in the previous section only start to become a little useful when there is a huge
number of particles in a dense context and when there is asynchronous appearance and disappearance
of particles. The resulting likelihood helps in deciding when the object starts and ends while remaining
scalable. Because of the heterogeneity of motion that can be seen in intracellular transport, a single
Kalman filter cannot account for it. Unpredictable changes in a particle’s observable velocity cannot
be handled by a single constant speed model.

Importantly, this approach guarantees scalalability but does not solve the problem of the exponential
number of hypotheses to be filtered. The most elementary approach to solve this challenge relies on
the selection of the most likely hypothesis at each time step. For example, considering the likelihood
of associating the ith trajectory to the jth measurement at time t:

ci,j = p(zjt |xi
t) (2.13)

We can get the most likely set of assignment {ai,j} by solving the linear assignment problem:

argmaxai,j

∑
i

∑
j

ci,jai,j (2.14)

under the constraint that each trajectory can only be associated to a single measurement:

∑
j

ai,j =
∑
i

ai,j = 1 (2.15)

As such, finding the optimal set of trajectories relies on the level of ambiguity in the measurement that
maximises the likelihood p(zjt |xi

t) where xi
t is the predicted state with probability p(xi

t|xi
t−1). If a model

is not able to predict the motion from one frame to the next, then the method cannot “connect the
dots”.

2.3.1 Intuitive understanding of multiple hypothesis tracking
At the heart of MHT is the maintenance and update of a set of hypotheses. Each hypothesis represents
a possible assignment of measurements to tracks, aiming to accurately associate measurements with
the corresponding tracks. First, we start with a set of existing tracks that represent the estimated state
of the objects being tracked. Measurements from the current time step are received and processed to
extract relevant information about object positions, velocities, or other descriptors. Next, for each track,
a set of potential new hypotheses is generated by associating the measurements with the track. Multiple

dMahalanobis distance takes into account the covariance structure of the data, which makes it suitable for datasets with
correlations and unequal variances across dimensions. It provides a more accurate measure of similarity or dissimilarity
between points in a multidimensional space by considering the relative importance of each dimension. By incorporating
the covariance matrix, Mahalanobis distance provides a way to normalise distances and give more weight to dimensions
with lower variability.
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hypotheses are created to account for uncertainties and potential false measurements. These hypotheses
are then evaluated and pruned based on their plausibility and compatibility with the measurements
and existing tracks. The remaining hypotheses are updated using Bayesian filters such as the Kalman
filter. These filters refine the state estimates by predicting the future object states and correcting them
based on the new measurements.

Track management is an essential aspect of MHT. It involves updating track states, associating new
measurements, and handling track initiation, termination, or merging. The surviving hypotheses from
multiple tracks are combined to create a global hypothesis that provides the most likely assignment
of measurements to tracks. This step involves evaluating the consistency and compatibility of the
hypotheses across different tracks and resolving potential conflicts or ambiguities.

Finally, a decision is made based on the global hypothesis to determine the most likely object tracks and
their states. This decision-making process can involve selecting the best hypothesis, associating tracks
with unique object identities, or handling situations where objects appear, disappear, or interact. The
MHT algorithm iterates through these steps over time, allowing it to track multiple objects robustly
in a dynamic environment. It effectively handles uncertainties, occlusions, and clutter by maintaining
and updating a set of hypotheses, enabling it to recover from tracking failures or challenging scenarios.

2.4 Discussion
We described the theory and a simple implementation of a stochastic filtering approach-tailored multiple
particle tracking. Stochastic filtering enables the modelling of the randomness of biodynamics and
captors, combined with a temporally greedy approach to hypothesis pruning, to limit the computational
cost While several recent studies have focused on “connecting the dots” by improving motion prediction
through deep learning approaches [22]-[23], they all rely on simulations that must readily reproduce
the biophysical process of interest. An obvious alternative to improving the predictive power of the
dynamic model without adding a priori information is to increase the frame rate and reduce the
apparent motion. However, the limited number of photons emitted per fluorophores imposes a strong
reduction in signal-to-noise ratio (we talk about this phenomenon on a superficial level in the next
chapter). The detection of all targets thus comes with many false positives, i.e. clutter. This creates
many ambiguities in the association between state and measurements.

However, recent developments in the field of stochastic filtering suggest that measurement coming
from clutter can be precisely modelled and identified through two types of random finite sets (RFS),
specifically a Poisson point process (PPP) for the clutter and multiple Bernoulli mixture model (MBM).
This joint model, called PMBM for short, has been chosen because both the distributions are conjugate
priorse.

eIn Bayesian probability theory, if the posterior distribution is in the same probability distribution family as the
prior probability distribution, the prior and posterior are then called conjugate distributions, and the prior is called a
conjugate prior for the likelihood function. This means that a PMBM distribution remains a PMBM distribution after
prediction and update through the stochastic filtering process as seen in eq. 2.10.
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Chapter 3

The Transformer: Theory and Methods

Deep learning has revolutionised numerous fields by enabling machines to learn and understand com-
plex patterns from vast amounts of data. Among the various deep learning architectures, transformers
have emerged as a powerful paradigm for processing sequential data. In this chapter, we begin with
an introduction to the fundamental concepts of deep learning. We explore the key ideas behind neu-
ral networks, their training process, and the impressive capabilities they offer. Understanding these
concepts is crucial for grasping the subsequent discussion on transformers. We uncover the underly-
ing mechanisms that make transformers unique and allow them to capture global dependencies within
sequences as we unveil the inner workings of transformers.

We have now well established that tracking particles accurately in cluttered environments poses sig-
nificant challenges due to occlusions, overlapping objects, and noise. Fortunately, transformers offer a
promising solution for tackling this problem. By leveraging their bidirectional processing capabilities
and attention mechanisms, transformers can effectively extract relevant features from sequential data,
leading to more robust and accurate particle tracking, even in cluttered scenarios. We explore the latest
research and developments in this area, showcasing how transformers have pushed the boundaries of
particle tracking performance.

3.1 Main Terminologies – Deep Learning
• Feed-forward neural network: A feed-forward neural network is a type of computer model

inspired by the human brain. It is designed to process information in a specific way, moving in
one direction from the input to the output. Imagine you have a bunch of interconnected dots,
called neurons. Each neuron takes information from the previous neurons, does some calculations
(see activation function), and passes the result to the next neurons.

• Activation function: Activation functions introduce non-linearity into neural networks, allow-
ing them to model complex relationships. They determine the output of a neuron based on its
input.

• Weights, biases, training and learning: Weights and biases are parameters that determine
how information flows between neurons. Weights control the strength of connections, while biases
introduce flexibility. During training, these parameters are adjusted to improve the network’s
ability to make accurate predictions. Deep learning models are trained using a process called
backpropagation. During training, the model is presented with labelled examples, also known as
a training dataset. The model learns to make accurate predictions by adjusting the weights and
biases associated with its connections based on the errors (see loss function) it makes.
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• Backpropagation: Backpropagation is an algorithm used to train neural networks by computing
the gradient of the loss function with respect to each weight and bias in the network. The gradient
provides information about the direction and magnitude of change needed to minimise the loss
function. By using the gradient to update the weights and biases of the network, the network can
learn to make better predictions on the training data. The backpropagation algorithm works by
propagating the loss from the output layer of the network back to the input layer. The gradient
of the loss function with respect to each weight and bias is computed using the chain rule of
calculus. Once the gradient of the loss function with respect to each weight and bias has been
computed, the weights and biases can be updated using an optimisation algorithm.

• Loss function: Loss functions measure the difference between the predicted output and the true
output. They guide the learning process by providing a quantitative measure of how well the
model is performing.

• Optimisation: Optimisation algorithms are used to update the model’s weights and biases
iteratively. These algorithms aim to find the optimal set of parameters that minimise the loss
function and improve the model’s predictive performance.

• Learning rate: The learning rate is a hyperparameter used in training neural networks that de-
termines the step size taken by the optimisation algorithm during backpropagation. The learning
rate controls the speed at which the weights and biases of the network are updated, and it is a
critical parameter that can have a significant impact on the performance of the network: if the
learning rate is too small, the network may take a long time to converge to a good solution, while
if the learning rate is too large, the network may overshoot the optimal solution and diverge.

• Epoch: An epoch refers to a complete pass through the entire training dataset during the training
process of a neural network. During an epoch, the training algorithm updates the model’s weights
based on the gradient of the loss function computed for each example in the dataset. In practice,
deep learning models are typically trained over multiple epochs to improve their accuracy and
convergence. The number of epochs required to train a model depends on various factors such
as the complexity of the model, the size of the dataset, and the learning rate of the algorithm.

• Overfitting: Overfitting occurs when a model performs well on the training data but fails to
generalise to new, unseen data.

3.2 Superficial Understanding of the Transformer
The transformer is a type of neural network architecture that was introduced in 2017 by Vaswani et
al [24]. It was designed specifically for natural language processing tasks, such as language translation
and language modelling, and it has since become one of the most popular and effective neural network
architectures in this field.

The transformer architecture (Fig. 3.1) is composed of an encoder and a decoder, which are connected
by a self-attention mechanism. The self-attention mechanism allows the network to attend to different
parts of the input sequence when making predictions, which enables it to model long-range depen-
dencies. The transformer encoder processes input sequences, capturing contextual information, while
the transformer decoder generates output sequences, utilising the encoded information for generating
accurate predictions or translations.

The encoder takes an input sequence of tokens, such as words or characters, or in the case of these
experiments, measurements at each time frame (or time step), and produces a sequence of hidden rep-
resentations that capture the semantic meaning of the input. Each layer in the encoder contains two
sublayers: a multi-head self-attention layer and a feed-forward neural network layer. The multi-head
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Figure 3.1: A vanilla transformer mechanism

self-attention layer allows the network to attend to different parts of the input sequence simultane-
ously, while the feed-forward neural network layer applies a non-linear transformation to the hidden
representations. We will discuss how attention works in detail in the next section.

The decoder takes the sequence of hidden representations produced by the encoder and generates an
output sequence of tokens. Like the encoder, each layer in the decoder contains two sublayers: a multi-
head self-attention layer and a feedforward neural network layer. In addition, the decoder also includes
a third sublayer, called cross-attention, that performs attention over the encoder’s output sequence,
allowing it to selectively attend to parts of the input sequence that are relevant for generating the
output.

One of the key advantages of the transformer architecture is its ability to process input sequences in
parallel, which makes it highly scalable and efficient. This has enabled researchers to train very large
models on massive amounts of data, resulting in state-of-the-art performance on a wide range of natural
language processing tasks. Henceforth, this architecture will be referred to as the vanilla transformer.
Any further modifications during the course of development of this architecture will be reasoned as
appropriately named.

3.3 Zooming In: Attention is all you need!

3.3.1 Self-Attention
Attention ([24], Fig. 3.2) is a mechanism used in neural networks to selectively focus on different parts
of the input when making predictions. In the context of the transformer architecture, attention is used
to weigh the importance of different input elements when computing the hidden representations for
each layer. In the context of the problem at hand, these input elements can be thought of as the states
of the particle (its x- and y- coordinates).

The self-attention mechanism in the transformer architecture is called scaled dot-product attention.
Recall from the previous section that this is the mechanism present in both the transformer encoder
as well as the transformer decoder. In this mechanism, each input sequence element is associated with
three vectors: a query vector, a key vector, and a value vector. The query vector is used to compare
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Figure 3.2: A standard attention mechanism, it takes in the vectors Q and K, carries out the consequent
dot product and softmax before combining the V vector to get the attention of the entire sequence.
Note: matmul refers to a shorthand notation of the operation of the dot-product of two matrices, scale
normalises this dot-product with the dimensionality

√
dk, and mask prevents certain states from being

attended.

the importance of each state to other states, while the key vector and value vector are used to represent
the “meaning” of each statea.

attention(Q,K, V ) = softmax(
QKT

√
dk

)V (3.1)

To compute the self-attention for each element, the dot product of the query vector Q and the key
vector K is computed, and then the result is divided by the square root of the dimensionality of
the key vectors. This computation is then passed through a softmaxb function to obtain a set of
attention weights, which represent the relative importance of each token in the input sequence. The
attention weights are then used to compute a weighted sum of the value vectors, which gives the final
representation for each token. This weighted sum represents the contribution of each token to the
overall meaning of the input sequence.

In the transformer architecture, the self-attention mechanismc is performed multiple times in each layer
of the encoder and decoder. This allows the network to attend to different parts of the input sequence
at each layer and capture complex dependencies between the elements of the sequence.

aThis is, arguably, very abstract since it has its analogy in linguistics where one could imagine each state to be a word
of the text. Thus, attention seeks to learn the language by understanding the importance of each word.

bA softmax function is a mathematical function that takes a vector of numbers as input and normalises the vector to
produce a probability distribution. The output of a softmax function is a vector of the same dimensionality as the input
vector, with each element in the output vector representing the probability of the corresponding element in the input
vector. – softmax(x) = ex∑

xi∈X exi

cIn general discourse, the jargon used to refer to this process is “to attend”, i.e., for example, the model attends to
different parts of the input sequence.
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3.3.2 Cross-Attention
We saw that in self-attention, which was used within a single sequence, each element attended to
all other elements within the same sequence. This allowed the model to capture relationships and
dependencies between different elements of the sequence, enabling the understanding of long-range
dependencies and context.

In contrast, cross-attention involves two sets of inputs: a source sequence and a target sequence. The
source sequence typically contains information that the model uses to attend to specific parts of the
target sequence. Each element in the target sequence generates a query, while each element in the source
sequence generates key-value pairs. The query from the target sequence attends to the key-value pairs
from the source sequence, producing attention weights that indicate the relevance or importance of
each source element to the target element. The attention weights are then used to compute a weighted
sum of the source values, resulting in a contextual representation for each target element.

The key distinction between self-attention and cross-attention lies in the scope of dependencies cap-
tured. In self-attention, all elements within the same sequence can attend to each other, allowing for
rich context modelling. Cross-attention, on the other hand, captures dependencies between elements
of two different sequences, allowing the model to selectively attend to relevant parts of the source
sequence while processing the target sequence. This mechanism is particularly useful in tasks where
the understanding of relationships between input and output sequences is crucial, such as machine
translation. By attending to specific parts of the source sequence, the model can incorporate relevant
context and generate accurate translations.

3.3.3 Attention Head
The input is transformed into multiple parallel representations through linear projections, resulting in
different sets of queries, keys, and values. These sets are often referred to as heads. Each head operates
independently and learns to attend to different aspects or patterns within the input. This parallel
processing allows the model to capture diverse and complementary information, enabling it to model
complex relationships and capture different types of dependencies more effectively.

After computing attention weights for each head, the results are usually combined or concatenated and
passed through another linear transformation to produce the final output. This mechanism allows the
model to leverage multiple perspectives and focus on different aspects of the input, enhancing its ability
to capture and represent information accurately. The term multi-head attention is used to reflect the
use of multiple attention heads in parallel, providing the model with enhanced representational capacity
and capturing a broader range of contextual information.

3.4 Prediction Mechanism and Teacher Forcing
Before we dive deep into the aspect of development, a last piece of theory that we need to understand
is teacher forcing. During training, the decoder input is typically provided as the ground truth output
sequence shifted by one time step. This allows the model to learn to predict each element of the output
sequence conditioned on the previous elements.

However, during inference, the ground truth output sequence is not available, so the model needs to
generate the output sequence one element at a time based on its previous predictions. This is done by
using the previous predicted element as the input to the decoder for generating the next element:

p(x̂t, x̂t−1, ..., x̂1) =
∏

p(x̂t|x̂t−1)p(z0) (3.2)
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where z0 is the first measured state at time step t = 0 and x̂ = {x̂i}i∈1:t is the sequence of predictions.
As a simple analogy, think of it as the auto-complete feature in smartphones – you give it the first
word (z0), it gives you suggestions for the next words as you go (x̂) based on the language that it has
already learnt. This is exactly the same mechanism of sequence generation as that of ChatGPT.

In machine learning discourse, this approach is commonly known as teacher forcing [25] during training,
where the decoder input is the ground truth output sequence shifted by one time step. During inference,
the same approach is used, but the previous predicted output element is used as the decoder input
instead of the ground truth output.

The basic intuition behind teacher forcing is to use the true output sequence from the training set as
input to the decoder, rather than using the decoder’s own output from the previous time step. In other
words, at each time step during training, the decoder receives the correct output element from the
training data as input, rather than using its own predicted output from the previous time step. For
example, let’s say we have a sequence-to-sequence model that is trained to translate sentences from
English to French. During training, the model is given pairs of English and French sentences as input
and output, and the goal is to learn to generate the correct French sentence given an English sentence
as input. In the teacher forcing approach, at each time step during training, the decoder receives
the correct French word from the training data as input, rather than using its own predicted French
word from the previous time step. This allows the model to learn to generate accurate translations by
comparing its predicted output to the true output at each time step.

Teacher forcing helps to stabilise the training process by providing more accurate input to the decoder.
It helps to prevent the model from getting stuck in a loop where it could generate incorrect output and
then use that output as input to generate further incorrect output. Moreover, it can help to improve
the quality of the generated output, since the model is being trained on accurate, ground truth data.

3.5 Development

3.5.1 Data Generation
Let X(t) denote the geometric Brownian motion process at time t. Given the following parameters:

• X0: The initial value of the process.

• µ: The process noise, representing the standard deviation of the random fluctuations.

• T : The total time period for which the process is generated.

• N : The number of time steps or increments used to discretise the time period.

• δ: The drift coefficient.

We calculate the time increment dt using dt = T
N

. Then, we create an array of time points t using
t = [0, T

N
, 2T
N
,…, T ].

Next, we generate an array W of independent standard normal random variables of length N . Using
the cumulative sum of W multiplied by the square root of the time increment,

√
dtd. We, thus, obtain

a realisation of the standard Brownian motion process:

dBy multiplying Wi with
√
dt, the resulting values are scaled appropriately to match the desired time increment. This

scaling is necessary because the standard Brownian motion process has the property that the variance of the increment
over a time interval ∆t is proportional to ∆t. By multiplying the standard normal random variables by

√
dt, the resulting

increments are adjusted to have the desired variance ∆t.
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B(t) =
N∑
i=1

Wi

√
dt (3.3)

Finally, the geometric Brownian motion process X(t) is obtained as:

X(t) = X0e
(δ− 1

2
µ2)t+µB(t) (3.4)

So, X(t) gives us one sequence of Brownian motion. Henceforth, data that contains only this infor-
mation will be referred to as false-alarm-free data (and in some contexts, the ground truth). This can
be understood as the movement of one particle and hence, also an environment with one track and no
noise. To simulate an increase in the process noise, we increase µ as discussed above.

To simulate an increase in the measurement noise, we incorporate an additive term ω ∼ N (0, σ2) to
the above equation, where we call σ the scale of this noise.

Zp(t) = X0e
(δ− 1

2
µ2)t+µB(t) + ω (3.5)

Henceforth this information Zp will be referred to as the particle measurements. The set of all mea-
surements that we get from the formulation of Zp(t) is referred to as Zp, as we had discussed in Ch.
2.

As a final step, we add clutter (Zc) to this information. Recall from Ch. 2 that this clutter is simulated
from a Poisson point process. To model clutter using a Poisson point process, we use the following
steps:

1. Determine the region or space of interest where clutter is to be modeled.

2. Choose an appropriate intensity parameter λ that represents the clutter density. This parameter
determines the average number of clutter points in a given area or volume.

3. Generate random points according to the Poisson point process. The number of points to generate
can be determined by sampling from a Poisson distribution with parameter λ, yielding the count
of clutter points.

4. Distribute the generated clutter points randomly within the region of interest.

3.5.2 The Best Vanilla Transformer
The idea in general is to develop a mechanism that would be able to map from Z to X, and by learning
these mappings, will subsequently be able to predict X̂. As a starting point for testing, we work with
the false-alarm-free data (as described in the previous section).

From Fig. 3.3, it can be seen that a vanilla architecture consisting of 3 encoders and 2 decoders (hence-
forth 3E2D) gives the lowest training and validation loss. These results are attained completely through
a brute-force approach wherein many possible encoder-decoder combinations were tested. However,
the reason why this architecture works the best is because of the nature of the attention mechanism.
Each decoder layer attends to the output of the previous decoder layer, as well as the output of the
encoder layers. The encoder layers capture the features of the input sequence and generate a sequence
of hidden representations, while the decoder layers generate the output sequence based on the hidden
representations from the encoder and the previous decoder layers.

CHAPTER 3. THE TRANSFORMER: THEORY AND METHODS 19



So clearly, it is evident that the number of encoder and decoder layers in a transformer network can
significantly impact the performance of the model. 3E2D gives better results because it allows the
model to capture more complex features of the input sequence. We can, hence, see that the encoder
layers are responsible for extracting high-level features from the input sequence, and increasing the
number of encoder layers can provide the network with a more comprehensive understanding of the
input sequence – by increasing the dimension of the parameter space used to represent the sequences.

Further, as we see, using fewer decoder layers helps reduce the risk of overfitting and improves gener-
alisation performance. Increasing the number of decoder layers can make the network more prone to
overfitting on the training datae, which is suggested by these preliminary results.

3.5.3 Cyclical Annealing of the Learning Rate
In this section, we do a small detour to talk about this mechanism that helps us converge the loss
function in a more stable manner as shown in Fig. 3.4.

Cyclical annealing of the learning rate [26] is a technique used to vary the learning rate during training
in order to improve the performance of the network. The basic idea is to increase the learning rate for
a certain number of epochs and then decrease it for a certain number of epochs, repeating this cycle
throughout training. The motivation behind cyclical annealing is that using a high learning rate can
help the network escape local minima, while using a low learning rate can help the network fine-tune
its parameters for better performance. By varying the learning rate in a cyclical manner, the network
can explore a wider range of parameter settings and potentially find better solutions.

There are several different ways to implement cyclical annealing of the learning rate, but one common
approach is to use a triangular learning rate policy. In this approach, the learning rate starts at a
minimum value and increases linearly for a certain number of epochs, then decreases linearly back to
the minimum value for the same number of epochs. This triangular cycle can be repeated several times
throughout training. Another approach to cyclical annealing is to use a cosine learning rate policy,
where the learning rate decreases according to a cosine function over the course of training. This
approach is based on the idea that a cosine function can provide a smooth decrease in learning rate
that is less likely to cause the network to overshoot the optimal solution. In our experiments, a cosine
cyclical annealing of the learning rate is used.

When the learning rate is too low, the optimisation process may get stuck in a local minimum, leading
to slow convergence of the loss function. On the other hand, when the learning rate is too high, the
optimisation process may overshoot the global minimum and oscillate around it, leading to instability
in the loss function. By gradually increasing the learning rate during the first few epochs, cyclical
annealing allows the optimisation process to explore the parameter space more quickly and find a
good starting point for convergence. After the learning rate is increased, it is gradually decreased over
the next few epochs, allowing the optimisation process to exploit the information gained during the
exploration phase and refine the model parameters. By balancing exploration and exploitation, cyclical
annealing helps the model achieve better generalisation performance, i.e., the ability to perform well
on new, unseen data.

During training, the gradients of the loss function with respect to the model parameters may become
noisy or fluctuate due to factors such as noisy data or high learning rates (as shown in Fig. 3.4).

eThe curious case of 1-track 1E1D and 4E4D: Upon closer examination, Fig. 3.3 shows that the validation loss
is much lower than the training loss for 1E1D and 4E4D in case of 1-track prediction. While this is not impossible, it is
rare. One possibility is that there is a mismatch between the training and validation data. For example, the validation
data may be easier to learn from than the training data, or the training data may contain some biases or artifacts that
the model is not able to exploit.
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Figure 3.3: Performance: testing for different combinations of encoders and decoders of v1.0 for different
number of particles in the system
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Figure 3.4: In noisier regimes, cyclical annealing of the learning rate can ensure a more stable conver-
gence of the loss as the model learns

By gradually decreasing the learning rate after the exploration phase, cyclical annealing can help in
reducing the impact of noisy gradients and achieve a more stable convergence of the loss function.

3.5.4 How does pure attention perform?
At this point, it would be interesting to ask ourselves, “What is attention actually learning?” This
question is pertinent to further demystify the powers of attention and unlock it, instead of looking at
it as a black box. In this attempt, we decided to have a model whose primary information capturing
aspect would be the attention block. The model that comes closest to this type of a mechanism is an
encoder-only model (Fig. 3.5). By using an encoder only model, we can exploit, as we discuss later,
the implicit bidirectionality of attention.

What is bidirectionality?

In the context of sequences, bidirectionality refers to the ability to process information in both forward
and backward directions. Typically, when we talk about sequences, we refer to a series of elements
ordered in a specific manner, such as a sentence, DNA sequence, or time series data (in the context
of this study). In natural language processing, bidirectional models have been developed to better
understand and generate text by considering the surrounding context in both directions. The idea
behind bidirectional models is that the meaning of a word in a sequence can depend on both the
preceding and succeeding words. By processing the sequence in both directions, the model can capture
dependencies and relationships that may be missed in a unidirectional approach.

It is important to keep in mind that while any kind of transformer learns the bidirectionality of se-
quences because that is what transformers are inherently meant to do, we come the closest to visualise
this bidirectional learning through an encoder-only mechanism – encoder-only models learn the entire
context in one pass, so visualising their outputs can help us get a grasp on what attention actually
learns. On the other hand, using a model with the transformer decoder would help us understand how
good the model is at generating this sequence based on what it has learnt (see teacher forcing). One
popular example of a bidirectional model is the Bidirectional Encoder Representations from Trans-
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Figure 3.5: The implicit bidirectional encoder

formers (BERT) [27]. BERT takes advantage of bidirectionality by using a transformer architecture
to process the sequence both left-to-right and right-to-left simultaneously. This allows the model to
generate contextualised representations for each word in the sequence based on its surrounding context
in both directions.

Multi-head attention and its implicit bidirectionality

When used as part of a transformer model, attention ends up being used in a bidirectional fashion where
the input sequence is first processed by a self-attention layer that allows each position to attend to all
other positions in the sequence. This creates a representation that captures bidirectional dependencies
and can be used as input to the subsequent layers. In this way, multi-head attention, in combination
with other transformer components, can be used to model bidirectional sequences. Since we already
have the entire sequence, we can use that to understand the past and the future behaviours.

Fig. 3.6 visualises how this model declutters the noisy environment. While not a perfect measure of
judging how well the model behaves, visualisations are a good starting point to get a sense of what
is going on. All the plots on the left show what the actual particular motion ought to be. These are
referred to as the ground truths, and this is what the model must succeed at reconstructing. On the
centre of each plot, an observation of what a realistic light-sheet microscopy output would look like is
simulated – it is made up by the data generation strategy discussed above. This renders the observation
non-inferrable by simply eyeballing. On the right of each plot, we see what model is able to predict
from its input.

It can clearly be inferred visually that as the environment gets denser, the ability for the model to
declutter and, hence, efficiently track the particles becomes worse. In the case for the 10-particle
system, for example (Fig. 3.6, bottom), the model tries to construct the ground truth but is unable to
perfectly match with the reality. The drawbacks are further corroborated and formalised in the next
section.

3.5.5 Limitations: SNR and Poisson Rate
Signal-to-Noise Ratio (SNR) is a measure of the strength of a signal relative to the background noise
[28]. SNR is typically expressed in decibels (dB), and higher SNR values indicate better signal quality
and less noise interference.

SNR = 10.log10
Ps

Pn

(3.6)
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Figure 3.6: Visualisations of the model prediction for a 3-particle system (top) and a 10-particle system
(bottom) – each plot shows what the actual movement is like (left), what the model gets as its input
(centre) and what the model predicts (right). We see that coming from a mechanism that was
developed for language processing and applying it to particle tracking without changing
anything gives results that are not the best but promising.

where Ps and Pn are the powers of the signal and the noise, respectively. Mathematically, these are
given by:

Ps =
1

|S|
∑
i∈S

i2 (3.7)

Pn =
1

|N|
∑
i∈N

i2 (3.8)

where S is the set of elements in the clean signal, N is the set of elements in the noisy signal, |S| is the
number of elements in S, and similarly, |N| is the number of elements in N.

The SNR value shows how strong the signal is compared to how strong the noise is. A 20 dB SNR, for
instance, indicates that the signal strength is 100 times higher than the noise power. A signal’s quality
is poor when the signal strength is equal to the noise strength, or an SNR value of 0 dB. In the context
of analysing how well the model is decluttering a noisy environment, it is thus, of keen interest to see
how SNR changes with noise levels.

As established in the previous chapters (and [29]), the clutter in the observation of fluorescence mi-
croscopy can be modelled from a Poisson point process. By studying the SNR versus this Poisson ratef ,

f In Fig. 3.7, we see that the shape of the plot is a rectangular hyperbola. This is because the SNR is proportional
to the square root of the signal, while the noise is proportional to the square root of the Poisson rate. Consider X and
Z to be two signals, X being the clean signal (ground truth) and Z being the measured (noisy) signal. We know that
SNR ∝ X√

N
= X√

λ
, where λ is the Poisson rate (expectancy of N , noise sampled from a Poisson point process). This

implies that SNR2.λ ∝ X2 = C where C is some arbitrary positive constant since X is the ground truth. This shows a
rectangular hyperbolic relationship between SNR2 and λ.
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Figure 3.7: Change in SNR on an increase in the Poisson rate

we can gain insights into how the clutter affects the performance of the neural network model, and
how different levels of clutter can impact the accuracy and reliability of the decluttering process.

From Fig. 3.7, it can be seen that in noisy cases, the SNR drastically degrades. This explains why,
despite a good convergence in the loss function (MSE), we don’t have an accurate reconstruction of
the ground truth. If the signal or noise are both weak, a low MSE can nevertheless lead to a low SNR.
For instance, a low MSE can nevertheless produce a poor SNR if the signal is faint or tainted by noise.
In certain scenarios, the model may predict the target variable well but may still find it difficult to
separate the signal from the noise, resulting in a poor SNR.

Lack of Robustness to Sampling Changes

This is where it is important to think about the experimental bottlenecks that can come up – during
experimentation, we don’t necessarily have time-steps in the order of 103, there are usually some 100
to 150 time-steps. So, the model should effectively work on sequences with smaller time-steps. In
Fig. 3.8, we see, again, that despite a great convergence in MSE, the tracking output is not
compatible with the ground truths. In other words, while the model is decluttering the noisy
environment, it is not decluttering to something that is desirable.

3.5.6 Can a Tracking-Specific Loss Function Help?

In the previous version, we saw that despite the fact that the loss was converging, that convergence
in loss did not translate to a desirable filtering. This suggests that it was learning how to minimise
its losses but it was not learning how to correctly superimpose what it was predicting to the ground
truth. Both of these usually mean the same thing, which is why in this context, this becomes especially
interesting as a point for algorithm development. On a fundamental level, this problem means that the
way in which the model learns needs to be changed, or in more concrete terms, the loss function, that
the model learns to minimise, needs to be changed so that it accounts for the issue discussed above.
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Figure 3.8: A plot of ground truths, simulated microscopy observation and the tracker output for an
8-particle system for 100 time-steps

The GOSPA Metric

GOSPA refers to the Generalised Optimal Subpattern Assignment metric, which is a performance
metric used in multi-object tracking [30]. It is a performance metric that is used to evaluate the
accuracy and robustness of multi-object tracking algorithms. It is designed to measure the distance
between two sets of tracks: a set of ground-truth tracks, and a set of predicted tracks generated by a
tracking algorithm. The GOSPA distance is calculated by comparing each predicted track to its best
matching ground-truth track, and then summing the distances over all tracks. The resulting value
represents the overall tracking error of the algorithm. This means that this can be a valid candidate to
be the loss function. The GOSPA metric can handle multiple sources of error in a tracking algorithm,
including false positives, missed detections, and track fragmentation. It can also handle situations
where the number of tracks in the ground truth and predicted sets are not the same.

The GOSPA metric is defined by four parameters: the gating distance, the order of the metric, the
p-normg, and the cardinality penalty. The gating distance determines the maximum distance between
a predicted track and a ground-truth track for them to be considered a match. The order of the metric
and the p-norm control how the distances between predicted and ground-truth tracks are aggregated.
The cardinality penalty penalises the algorithm for generating too many or too few tracks compared
to the ground truth.

Consider two sets of tracks X and Y , with N and M elements, respectively. Each element in a track
set represents an object that has been tracked over time. The GOSPA metric measures the distance
between the two sets of tracks by taking into account the following factors:

• the localisation error between each pair of matched tracks

• the cardinality difference between the two sets of tracks, and

• the number of missed detections and false alarms in each set of tracks

We first define a distance matrix D of size (N + 1) × (M + 1). Di,j holds the value of the Euclidean
distance between the ith track in the set X and the jth track in the set Y . Then, two thresholds, c and
p, are defined which represent the maximum allowable localisation error and the cardinality differences,
respectively. These thresholds are used to identify the “good” matches between tracks in X and Y .
This set of good matches can be defined as:

gA p-norm is a measure of the size of a vector or function, defined as the pth root of the sum of the absolute values
of its components raised to the power of p, where p is a real number greater than or equal to 1 – ∥x∥p = (

∑n
i=1 |xi|p)

1
p
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G(c, p) = {(i, j) : Di,j ≤ c, |N − i−M + j| ≤ p} (3.9)

Here, evidently |N − i − M + j| represents the cardinality difference between sets X and Y after
matching tracks i and j. Then, GOSPA can be computed as:

GOSPA(c, p, α, β) = αc2 +

√√√√ β

|G(c, p)|
∑

i,j∈G(c,p)

D2
i,j

+ (1− α− β)

 1

N

N∑
i=1

√
M

min
j=0

D2
i,j + c2 +

1

M

M∑
j=1

√
N

min
i=0

D2
i,j + c2

 (3.10)

Here, α and β are weighing coefficients that determine the importance of the localisation error and
cardinality difference terms, respectively. The first term in the equation penalises matches with locali-
sation error greater than c, while the second term penalises matches with cardinality difference greater
than p. The third term penalises missed detections and false alarms.

Why is GOSPA better suited than MSE?

One reason is that the MSE treats each predicted track and ground truth track independently, and does
not take into account the correspondence between them. In other words, the MSE does not consider
which predicted track corresponds to which ground truth track. This can be a problem in tracking
applications, where the correspondence between predicted and ground truth tracks is important. We
can see this in Fig. 3.6 (top) where, in the 3-particle environment, the turquoise and the yellow tracks
seem to have interchanged from X to X̂.

On the other hand, the GOSPA loss function takes into account the correspondence between predicted
and ground truth tracks, and penalises both the cardinality (i.e., the number of tracks) and the distance
between them. The GOSPA loss is designed to be more robust to mismatches between predicted and
ground truth tracks, and can handle situations where the number of tracks is different between the
predicted and ground truth sets.

But GOSPA does not give gradients!

Gradients are a fundamental concept in calculus that represent the rate of change of a function with
respect to its input variables. In the context of neural networks and machine learning, gradients are
used to determine the direction and magnitude of parameter updates during the optimisation process.
Differentiability of loss functions in neural networks is crucial as it enables the computation of gradients,
facilitating optimisation algorithms for backpropagation via efficient parameter updates. But GOSPA
is not differentiable.

In recent years there has been an increased interest towards the research for using non-differentiable loss
functions for training. Many natural language translation models employ metrics like BLEU (Bilingual
Evaluation Understudy) and F1-score which are non-differentiable. This can be done in two ways. (1)
Instead of using gradient based learning where we optimise the loss function using the said gradients,
we can use evolutionary algorithms like the genetic algorithm or the Jaya algorithm [31] for that task.
This is a separate domain of study that goes deep into soft-computing. (2) We can, otherwise, use a
proxy differentiable metric that gives gradients to update the weights and the biases, but a system of
rewards is put into place for the model to minimise the non-differentiable loss function, i.e., we make
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Figure 3.9: Visualisation of the evolution of how the attention-based model learns to map from Z
to X. The turquoise point cloud represents measurements Zp (we omitted Zc from visualisations for
brevity), the yellow curve shows the ground truth X and the white curve shows the evolution what the
predictions X̂ look like in the thirty-first, sixty-first and the ninety-first epochs.
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the model learn to maximise its rewards which makes it minimise the loss function. In doing that, we
compartmentalise the process of loss minimisation and weight updation. In our experiments, we use
the second method.

We see in Fig. 3.9 how this model is able to learn to map from measurements to the ground truth in a
2-particle system. For brevity, we do not show clutter, but keep in mind that the model learns from a
cluttered input, as has been discussed before. These visualisations clearly show how the model learns
from the entirety of the given data to map to ground truths. This helps us really visualise how attention
actually learns, as we are successfully able to represent the evolution of its latent space. Although this
is mere eyeballing, more robust arguments will be developed in the next chapter.

3.6 Conclusion
The advancements in deep learning and transformer-based approaches open up new possibilities for
extracting meaningful information from complex sequences. By combining the power of deep learning
with the ability of transformers to capture bidirectional context, we can push the boundaries of particle
tracking performance and contribute to advancements in various scientific disciplines. In this chapter,
we focused our attention to the specific application of particle tracking in clutter and how transformers
have emerged as a powerful tool in this domain. By leveraging their bidirectional processing and
attention mechanisms, transformers show promising results in accurately tracking particles in cluttered
environments. This has significant implications for various scientific and engineering fields.

It is not a point of debate that the use cases of attention-based models and Bayesian inference models
are not the same. It is, hence, of primal importance to know how to compare the theories discussed
in Ch. 2, and the strategies developed in this chapter. In the next chapter, we delve deep into this
conundrum in detail. We discuss what regimes are more suitable for Bayesian strategies and what others
for attention-based models. We try to understand what it is exactly that the attention is “learning”
and what its latent spaces mean, and many other points of interest that help in critically analysing
attention-based models against the traditional Bayesian strategies.
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Chapter 4

Is Attention All You Need?

Throughout the previous chapters, we talked about the theory behind Bayesian filtering approaches
and developed strategies for carying out filtering using attention-based methods. In this chapter, we
will explore the regimes where we could and should use either or both of these methods. We will
argue why attention-based methods work the way they do, what exactly they need to work well and
efficiently, certain limitations that they pose, and also how we can combat these limitations.

4.1 Sanity Check
We expect that in low noise regimes (µ → 0, ω → 0), Kalman filtering would be the best approach for
tracking. So, a good question to ask at this point would be, “with enough data, can attention-based
models reach Kalman filter-like accuracy?” Our goal is to decrease the loss. Increasing the number of
batches processed during training can potentially decrease the loss, but it is not guaranteed.

In general, increasing the number of batches processed during training can help the network learn more
accurate representations of the input data and improve its performance. This is because each batch
provides the network with additional examples to learn from, and by processing more batches, the
network can potentially discover more patterns in the data and better capture the underlying structure
of the task. This is exactly what we see in Fig. 4.1, as the number of batches that are processed
increases, the loss attains almost the same level as Kalman filters in a clean data, still staying in a
2-particle system.

4.2 Cliffs in Accuracy-Noise or Error-Noise Dynamics
Consider the case where there is absolutely no noise in the observation of fluorescence microscopy
(µ = 0, ω = 0). In this case, any objectively “good” algorithm should have an objectively high
accuracy and/or an objectively low error. We expect this high accuracy (and low error) to be sustained
as the measure of noise is increased to a certain extent (because the very motive of stochastic filtering
methods is to handle noise). However, at certain levels of noise, we would expect certain algorithms
to “break”, in the sense that their associated accuracy would drastically decrease (or their associated
error would drastically increase), forming a “cliff” (Fig. 4.2) on plotting this metric against increasing
noise.

If we compare these cliffs while looking at the accuracy-noise or the error-noise dynamics of several algo-
rithms (particularly Bayesian methods against attention-based methods), we can find definite regimes
for when one algorithm works better or worse than the other. The principal objective is to be able to
see if the attention-based methods are able to prolong the point at which an algorithm “breaks”. This
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Figure 4.1: With enough data to learn from, an attention-based model can reach Kalman filter-level of
accuracy.

Figure 4.2: As we increase the noise and plot some metric of accuracy against this noise, we should find
that for low noise, most models maintain a high accuracy, suddenly breaking down at a particular level
of noise, making so called “cliffs”. The key idea is to find a method that would prolong this break-point
as noise increases.
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Figure 4.3: Cliffs of MSE observed on increasing measurement noise, ω, for Bayesian and attention-
based approaches of filtering in a two-particle system.

would, in its practical sense, mean that the algorithm that prolongs this breakage can handle much
higher levels of noise than the algorithm that breaks sooner.

4.2.1 Cliffs of Mean Squared Error
To make the comparisons as comprehensive as possible, we work on very simplistic environments.
Staying in a two-particle environment without any other false positive, from Fig. 4.3, it can be seen
how the cliffs for MSE are formed on increasing the measurement noise, ω. Initially, both methods are
comparable (so it is judicious to use Bayesian methods because of their energy and time effectiveness),
but as the measurement noise increases, the Bayesian method starts “breaking” while the attention-
based method gives more stable dynamics. Note that these cliffs are “inverted” because a metric of error
is plotted instead of a metric of accuracy (opposite of what is shown in Fig. 4.2). More interpretable
cliffs will be shown in the following sections.

4.2.2 Cliffs of Degree of Overlap
It was established in the previous chapter that while MSE is a good starting point to carry out the
analysis, it is not the most intuitive metric for tracking. We saw in Fig. 4.3 that the method of Bayesian
inference breaks much sooner than the attention-based method, but just looking at MSE does not tell
us why it is happening.

It is important to note that at each time step, the model has two hypotheses to choose from. In low
noise, if the particles are far enough, that would not be an issue. But, as we increase the noise (either
measurement noise, or process noise, or both), chances of the model confusing one hypothesis for the
other increase, thereby leading to more haphazard predictions. Although we can get a glimpse of this
in the visualisations of Fig. 4.3, this can be formalised in a better way. We use two metrics to do that,
the state matching metric and the Jaccard coefficient.

• State matching metric (SMM): This is a conservative and a strict metric which considers
each track to be independent of the others (i.e., assuming that the predictions have already been
assigned the track). The comparison between the two sequences is done by calculating the ratio
of the number of elements in the predicted sequence that overlap with the corresponding elements
in the ground truth sequence, to the total number of elements in the ground truth sequence. The
overlap between elements is determined based on a distance threshold, which is calculated using
the Manhattan distance (square threshold, see Fig. 4.4, left). This gives a ratio between 0 and
1, where 1 indicates a perfect match between the predicted and ground truth sequences.
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Figure 4.4: Degrees of overlap, left: state matching metric (similarity), right: Jaccard coefficient.

Figure 4.5: Cliffs of JC and SMM on increasing measurement noise, ω, for Bayesian (MHT) and
attention-based (IBE) approaches. Note that lnΩ refers to the natural logarithm of the set Ω of all the
measurement noise levels ω.

• Jaccard coefficient (JC): The Jaccard coefficient is a measure of similarity between two sets
of elements. It is defined as the ratio of the size of the intersection of the two sets to the size of
their union. The Jaccard coefficient ranges from 0 to 1, with 1 indicating that the two sets are
identical and 0 indicating that they have no elements in common. In more specific terms (see Fig.
4.4, right), it is the ratio of the number of true positives (the correct predictions) to the sum of
the number of true positives, false positives (the predictions that should be assigned to another
track but are assigned to the reference track) and false negatives (the predictions that should be
assigned to the reference track but are not). This is more useful when there are relatively low
tracksa, but since it makes do without the Manhattan threshold, it is arguably less conservative.

In Fig. 4.5, we see cliffs that are much more akin to what we hypothesised back in Fig. 4.2. We see
that attention-based mechanisms are able to handle significantly higher levels of measurement noise
whereas Bayesian models break at much lower noise levels. It is important to note that we have taken

aIn case of a two-particle environment, for example, the prediction that is closer to the reference track in terms of its
Euclidean distance is considered to be the correct prediction, so no precision thresholds are required.
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the natural logarithm of the noise levels in the x-axis, which means that the difference in the breakage
of the Bayesian method and the attention-based method is exponentially higher than what can actually
be seen in Fig. 4.5. One might observe that the breakdown of SMM happens in a way that resembles
steps. This is likely an artifact of its conservative thresholding. It is also clearly observable that JC
is much more “generous” than SMM as the JC cliffs have a smoother and tardier breaking points.
Delving deep into the details of the specific behaviours of these metrics might prove to be interesting
in the future.

4.3 Attention has an energy problem
A FLOP (Floating-Point Operation) is a mathematical operation that involves floating-point numbers,
which are numbers with a decimal point that can represent both large and small values with high
precision. Examples of floating-point operations include addition, subtraction, multiplication, and di-
vision of floating-point numbers, as well as more complex mathematical functions such as trigonometric
functions, logarithms, and exponentials. FLOPs are used as a unit of measurement to quantify the pro-
cessing power of a computerb, particularly in applications that involve intensive numerical computation
such as scientific simulations, data analysis, and machine learning.

Estimating the FLOPs required for a particular algorithm involves understanding the mathematical
operations involved and the number of times they are performed. In general, the FLOPs required for
an algorithm depend on the input size and the complexity of the algorithm.

Consider a relatively simple environment with 2 particles. Recall from Ch. 2 that each state corre-
sponding to the motion model of a single particle has 2 values, xt and yt, describing their positions at
time instant t, and for each particle, we have, say, 150 time steps. All of this information is stored in
a matrix of size (2, 2, 150). The parameter size of the hidden layers used in the models is 512 and that
of the feed-forward network is 1024. Estimating the FLOP requirements for each step in the process
of an attention-based model, we have:

• for input embedding, (2× 2× 150)× 512 = 307200 FLOPs,

• for multi-head attention, 3(Q,K, V )× (2× 2× 150)× 3× 8 = 43200 FLOPs, where there are 3
attention heads and the size of the attention vectors is 8,

• for context creation, (2× 2× 150)2 × 8 = 2880000 FLOPs,

• for concatenation and linear projection, (2× 2× 150)× 512 = 307200 FLOPs,

• for fully connected feed-forward neural network, (2 × 2 × 150) × 1024 × 3 = 1843200 FLOPs,
where 3 includes 2 linear layers and 1 activation layer,

• and for output embedding, (2× 2× 150)× 512 = 307200 FLOPs.

On accounting for 3 encoder layers, we estimate an upper bound of about 10.35 million FLOPs required
for running an attention-based encoder model.

A typical desktop CPU uses around 100-200 watts of power while running at full load [32]. This
corresponds to a power consumption rate of around 0.1-0.2 J/s per watt. Assuming a conservative
power consumption rate of 0.1 J/s per watt, and assuming that the 10.35 million FLOPs are executed
on a desktop CPU at full load, the amount of energy used for these operations would be around 5.175
Jc.

bA computer, besides the general terminology, in this context, refers to any sort of mechanism that computes. So,
since an algorithm involves carrying out computations, it is a computer.

cTo put this into perspective, the average energy consumption of a 60-watt light bulb over the course of 1 hour is
approximately 216,000 J (or 216 kilowatt-seconds). So, the amount of energy used for 10.35 million FLOPs is over 40,000
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While this is seemingly not a very high amount of energy, we must remember that this estimate
corresponds to a system with only two particles and no false positives drawn from a Poisson point
process in it. This significantly reduces the number of hypotheses that the model would have to deal
with. Further, comparing it with a Kalman filter based MHT method, which requires only about 512
FLOPs per component of position per particle per timestep, 10.35 million FLOPs is huge. Considering
more realistic cases would require substantially more FLOPs (in the order of billions) and thus, would
expend much more energy footprint. If, hence, we develop algorithms that consume large amounts of
energy, we should have a very justifiable reason to do so.

4.4 The Fair Comparison Conundrum
We have been alluding many times to the fact that the fundamental ways in which Bayesian methods
and attention-based methods work/learn are drastically different. From the perspective of Bayesian
filtering algorithms, we look at the current state to predict the next. However, from the perspective
of attention-based learning, we look at all the states together to understand the particle behaviour, to
then predict how a similar particle would behave. So, a fairer way to compare both of these methods
would be for them to have the same conditions and constraints as each other – what happens when the
attention-based method has the same amount of information as the Bayesian method, and vice versa?
This kind of analysis also helps us to test the limits of computations for both kinds of models, which
would help in future questions of scalability.

4.4.1 How to include multiple previous frames for Bayesian analysis?
As we saw in the previous chapter, attention-based methods can effortlessly leverage the entire context
available to make informed predictions. When comparing attention-based methods and MHT using
Bayesian filtering, it is crucial to ensure a fair comparison by granting MHT access to as much context
as possible. In order to present MHT in the most favourable light, we would ideally like to augment its
capability by giving it access to a more extensive history of hypotheses. This approach entails providing
MHT with all previous states, allowing it to consider the entire context throughout the sequences.
By doing so, we aim to provide MHT with the maximum amount of information available, akin to
the comprehensive context that attention-based models naturally incorporate. However, we quickly
encounter a significant obstacle when attempting to equip MHT with extensive historical context –
the computational complexity of MHT grows exponentially as the number of previous states increases.
Each additional state introduces a new dimension of possibilities, requiring exhaustive comparisons
and associations.

This can be illustrated with an example (Fig. 4.6). Staying with our previous case of only 2 particles
without any false positives, using MHT to predict the next frame based on the previous frame, if we
just look at the association step, to associate a prediction to its correct corresponding trajectory, we
need to carry out 4 computations. Now, if we use the previous 2 frames, the association step will
require 8 computations. Let us refer to the number of previous frames that we are looking at as n.
We see that when n = 1, the number of possible associations is 21+1 = 4; when n = 2, the number of
possible associations is 22+1 = 8. We can, hence, generalise that the number of possible associations
when we consider the previous n frames is 2n+1.

Let us now take a very conservative assumption that a single association step takes 1µs = 10−6s. Then,
for n = 29, the time taken for only the association step would be 229+1 × 10−6s ≈ 12.5 days. Similarly,
for n = 39, the association step would take around 34.84 days, and for n = 50, the association step

times less than the amount of energy used by a single 60-watt light bulb in 1 hour.
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Figure 4.6: In a case where there are two trajectories and the data is false-alarm-free, just associating
the correct predictions with their respective trajectories would take 2n+1 computations if we work with
Bayesian models, where n is the number of previous frames

would take around 35.71 years! This is an unreasonably high amount of timed, especially when in our
experiments, attention-based methods are easily able to handle n = 150 frames. Thus, in our pursuit of
a fair comparison, we must acknowledge the limitations of MHT when dealing with extensive historical
context.

One way to do this is to nevertheless consider multiple hypotheses in several frames. While we establish
that this is costly, we should still do it for as many frames as we deem reasonable. Stretching the
capacity of MHT to match that of attention can be done using reasonable amount of frames (say,
n = 20), minimal number of trajectories (say 2), cutting off unlikely scenarios after n frames, and
parallelising the evaluation of a hypothesis. We are currently working on this approach for a fair
comparison.

Another approach to use more of the past information is to break the Markovian assumption. Attention
also breaks the Markovian assumption which states that the future state of a system depends only on
the current state and is independent of the past states, given the current state. In a Markovian process,
the history of states beyond the immediate previous state does not affect the prediction of the next
state. On the other hand, attention inherently assumes that the importance of a state can be dependent
on far-away contexts, be it in the past or in the future.

In this pursuit, we come up with a non-Markovian, lighter alternative to MHT which we call the moving
averages-based filtering (MAF).

Consider xi
t to be the state of the ith trajectory, where i ∈ [1,M ] where M is the total number of

trajectories, at the tth time step. With MAF, using an elementary assumption, we choose the hypothesis
ηηηi1:t. This hypothesis could or could not be optimal, which we represent by ηηη∗1:t. By naively selecting the
hypothesis, we circumvent the problem of exploding hypotheses, but it means that it would perform
worse:

p(xi
t|ηηηi1:t,Z1:t) ≤ p(xi

t|ηηη∗1:t,Z1:t) (4.1)

where equality holds if and only if ηηηi1:t = ηηη∗1:t. Now, to correct this factor of error, we take the moving
averages of the previous n frames:

dTransformers do not have to deal with the 229 hypotheses because they smartly prune them (we discuss this later).
We can do the same with MHT. We can consider hypotheses for a limited amount of time frames at the time then keep
only the highest probabilities.
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Figure 4.7: Comparison of moving averages-based filtering with IBE: we plot the JC for a false-alarm-
free data of 2 particles against ln(n) where n refers to the number of previous frames that are being
used for prediction; top: µ = 0, bottom: µ = 2.5

x̂i
t =

1

n

t∑
τ=t−n

xi
τ (4.2)

When n = 1, it works exactly the same as MHT as discussed in section 2.3, but as we increase n > 1,
the expected value for the state xi

t estimated is replaced by x̂t
i before each iteration. In doing so, it also

breaks the Markovian assumption.

4.4.2 Learnt heuristics perform better in the presence of large historical
information

The comparative performance is shown in Fig. 4.7. To unpack this, we have to look at many things
separately. When there is no process noise (Fig. 4.7, top, µ = 0), and there is no measurement noise
either (ω = 0), the Bayesian method (MAF, blue) is unbeatable (JC = 1). This has already been
established before. But as the number of frames, n increases, it stays undefeated.

Staying with the condition that there is no process noise, but gradually increasing measurement noise
(ω > 0), we see that for lower values of n, JC for the Bayesian method reduces drastically. But as
n increases, it is able to catch up to some extent and improve its performance. At this stage, we
hypothesise that this “catching up” is likely because when µ = 0, the probability for two particles to
collide is negligible (see Fig. 4.8.a), which makes it easier for the model to predict, especially when
there is more historical context available.
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Figure 4.8: No process noise makes it less likely for two particles to collide, making the choice of
hypothesis easier

On the other hand, the attention-based method (red) performs much worse when n is low – because
it does not have enough data to learn from. After a certain threshold of n, it is able to better its
performance. What is remarkable is that an increase in measurement noise practically does not even
affect the attention-based mechanism as dramatically as it did the Bayesian method. This is because
the heuristics in this case are learnt, so it is able to adapt to different levels of measurement noise.

Moving on to a more realistic scenario where there is indeed some process noise (µ > 0, Fig. 4.7,
bottom), even in the case where there is no measurement noise (ω = 0), for large n, even the Bayesian
method (blue) starts to break. As we increase the measurement noise (ω > 0), it reduces the JC for
Bayesian methods more dramatically than it did in the previous case. As n increases, this JC first
increases, reaches a maximum and then breaks. We can list two reasons for why this is happening.
(1) This is an artifact of the moving averages aspect of this computation – as we increase n, initially
that helps in smoothing out the noise in the measurements and produce more accurate predictions,
but setting n too high can lead to the predictions becoming too stale and not keeping up with the
rapid variations in motion. (2) We also hypothesise that as we increase the process noise (µ > 0), the
chance of particles to cross each other increases (see Fig. 4.8.b), which would as a consequence make
the association step for the Bayesian methods worse, leading to a worse JC.

The behaviour of JC for the attention-based method (red) as n increases is fairly similar to the case
that we discussed above – initially with less information, it performs much worse than the Bayesian
method, but as information increases, it gets better to reach a perfect JC. Now, this shows that an
increase in process noise does not affect the behaviour of transformers either. What really affects their
performance is data – an increase in data gives the transformer more information to work with and to
learn from.

4.4.3 Decreased chance of particle collision increases precision
In the previous section, we hypothesised that one of the reasons why the JC was decreasing for MAF
was that the particles were likely colliding in cases of high process noise. So, we wanted to see whether
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Figure 4.9: Behaviour of the JC as n increases for MAF and IBE on varying the initial distance d
between the particles in a two-particle system

we would further be able to control this collision probability. In the previous experiments, the starting
point for all the particles was random, as a result the initial Euclidean distance, d, between the particles
was also random. In this case, we decided to carry out several experiments while controlling this initial
distance d between the two particles – i.e. subsequently increasing it, while keeping noise constant.
One caveat with this experiment is that no matter how far we start the particles, there is no way of
controlling if they will collide or not when there is high process noise, we only decrease their chance of
colliding by increasing d.

These results can be seen in Fig. 4.9. In this case, we again see a dramatic difference in JC for MAF
(blue) as we increase the initial distance from d = 0 to d = 37.368. In the former case, it performs
badly, albeit first increasing the score as n increases and then decreasing for large n, as explained in the
previous section. On the other hand, in the latter case, since the initial distance between the particles
is large enough, the score is always perfect, because there is no problem in the step where predictions
are associated to the correct trajectories – the trajectories are far enough, so the correct prediction gets
associated to the corresponding trajectory, leading to a perfect JC.

Not unlike the experiments in the previous section, a very different behaviour is observed for how the
JC changes as we increase n for IBE (red) – the explanation of this behaviour is the same as the one
in the previous section.

So, from these experiments we can conclude that while process and measurement noise can dramatically
affect the performance of Bayesian methods, that is a non-issue for attention-based methods. The issue
for attention-based methods is lack of information, where Bayesian methods perform much better in
any case. We, hence, have a clear idea of the regimes in which both the methods succeed and fail.

4.5 Hypothesis Pruning with Attention
We see in Fig. 4.10 that as we increase n, in general, the time taken for the attention-based method to
learne decreases. From an auto-regressive perspective, this does not make sense. In an auto-regressive
model, the prediction at each time step depends on the previous time steps. As the auto-regressive
window (n) increases, the model would need to consider a longer history of previous states to make

eWe define that a model has learnt by using the checkpoint L(e)− L(e− 1) = limϵ→0 ϵ where L(e) refers to the loss
function at epoch e.

CHAPTER 4. IS ATTENTION ALL YOU NEED? 39



Figure 4.10: Time taken for IBE to learn against the number of frames n used to predict the next
state, while varying the initial distance d between the two particles in a two-particle system

accurate predictions. We would expect that this increased dependency on past states would lead to
increased computational complexity and training time.

However, recall from Ch. 3 that IBE is an encoder-only model. In an encoder-only transformer model,
where the inputs are fixed-length sequences, inherently there cannot be an auto-regressive behaviour.
Encoder-only transformer models are highly parallelisable by design – the self-attention mechanism
allows each frame within each sequence to be processed independently, as it attends to all other frames
in parallel. Of course, when there aren’t enough frames (small n), it takes longer to develop this
context understanding. By using larger sequences, we also take advantage of batching more effectively.
When training with batches of sequences, the model can process multiple sequences simultaneously,
utilising the parallel processing power of the GPU. This parallel processing enables more efficient
training, as computations can be performed simultaneously across a sequence, and simultaneously
between sequences. With larger sequences, the efficiency of parallel computation can actually offset
the increased computational cost due to longer sequences, leading to shorter training times.

We also see in Fig. 4.10 that this decrease in training time is faster as the starting distance, d
increases. This is to say that if we reduce the chance of the two particles colliding, then it is easier
for the attention-based model to learn their underlying interactions. As the particles move further
apart, the model can discern clearer trajectories and interactions, enabling more effective hypothesis
pruning and reducing the computational burden of training. The observation that the training time
decreases as the initial distance between the two particles increases suggests an intriguing phenomenon
in attention-based models. It indicates that the model requires more time to learn and understand the
intricate interactions between the particles when they are initially close to each other. This insight
highlights the potential of attention mechanisms in effectively selecting the right hypotheses during
multiple hypothesis tracking. By taking the time to comprehend the complex dynamics of nearby
particles, attention enables the model to prune erroneous hypotheses and focus on the most relevant
and accurate predictions. This ability to learn and capture subtle interactions between particles not only
enhances the tracking performance but also showcases the power of attention in optimizing hypothesis
selection for challenging tracking scenarios.
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4.6 Conclusion
One of the key advantages of attention-based methods is their ability to handle large-scale and complex
problems. Traditional Bayesian filtering approaches often struggle with computational efficiency when
dealing with high-dimensional data and large observation spaces. In contrast, attention-based methods
can scale efficiently to handle such challenges, thanks to their parallelisable nature and the ability to
selectively attend to relevant parts of the input sequence. Furthermore, attention-based methods have
the potential to achieve state-of-the-art performance on a wide range of tasks. Their ability to learn
complex patterns and dependencies in the data allows them to capture intricate relationships that may
not be easily captured by traditional filtering approaches. By utilising attention mechanisms, these
methods can selectively focus on important features or regions of the input, effectively reducing noise
and enhancing the discriminative power of the model.

It is important to note that attention-based methods are not intended to replace Bayesian filtering
approaches entirely. Both approaches have their strengths and limitations, and the choice between
them depends on the specific problem and context. However, the emergence of attention-based meth-
ods has opened up new possibilities and, as we saw throughout this chapter, has expanded our toolkit.
Their ability to handle large-scale problems efficiently, achieve state-of-the-art performance, and pro-
vide interpretability makes them a crucial component in the field of machine learning and artificial
intelligence.
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Chapter 5

Future Scope

In this chapter, we explore the future scope of our strategies discussed throughout the text, aiming to
enhance the capabilities of tracking multiple particles in dense and cluttered environments. Building
upon the foundations of existing techniques, we delve into several key aspects that hold immense po-
tential for advancing the state-of-the-art in particle tracking. By incorporating innovative approaches,
including attention-based methods and the integration of normal multiple hypothesis tracking with at-
tention, we aim to address the challenges associated with tracking in complex scenarios. This chapter
presents a comprehensive overview of these aspects, discussing their significance, potential benefits,
and outlining the methodologies that will be employed.

5.1 Scalability of Pure Attention
A future scope of this project involves the development of an advanced tracking system for multiple
particles within a highly dense and cluttered environment. To achieve this, an attention-based encoder-
only transformer model will be employed, leveraging the power of self-attention mechanisms to capture
the spatio-temporal relationships between particles. The key innovation lies in the introduction of a
learnable bucketing step (see Fig. 5.1), which plays a crucial role in transforming the high-dimensional
input into a lower-dimensional latent representation. This latent representation allows for efficient
attention computations, reducing computational complexity and memory requirements.

The learnable bucketing step is not a trivial task, as it requires a thoughtful design and training strategy.
It involves partitioning the input space into several spatio-temporal buckets, each representing a specific
region of interest within the environment. These buckets serve as local receptive fields, capturing the
interactions and dynamics within their respective regions. By making this bucketing step learnable,
the model can adaptively allocate particles to the most appropriate buckets based on their spatial and
temporal characteristics. This adaptability is crucial for handling dynamic environments where the
density and clutter of particles may vary over time.

Once the input has been bucketed into lower-dimensional spatio-temporal buckets, attention mecha-
nisms are applied to enable the model to selectively focus on relevant interactions between particles
within each bucket. By attending to the most informative regions, the model can extract rich contex-
tual information and capture complex dependencies between particles, even in challenging cluttered
environments. This attention-based approach enhances the model’s ability to discriminate between
different particle trajectories and track them accurately over time.
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Figure 5.1: Reducing the dimensionality of the input into smaller buckets to have a lighter attention; (a)
making the workflow learnable from the attention step is easy but it would require human intervention
for bucketing, (b) ideally, we would want the workflow to learn how to bucket so that it can decide for
itself which spatio-temporal aspects to give more priority to, but this is non-trivial
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5.2 Bayesian Tracking with Attention
Another crucial aspect of the future scope of this project involves the integration of normal multiple
hypothesis tracking with attention-based methods to enhance particle tracking performance. While
Bayesian methods have proven to be effective for filtering particles and generating multiple hypotheses,
the challenges lie in the association and hypothesis pruning stages, which, as we have discussed earlier,
are computationally demanding due to the NP-hard nature of the problem. Here, attention mechanisms
can play a pivotal role in improving the efficiency and accuracy of these stages.

By incorporating attention-based methods into the association and hypothesis pruning steps, the model
can selectively focus on the most relevant particles and their interactions, reducing the search space
and improving the computational efficiency. We saw in the previous chapter that attention allows
the model to weigh the importance of different hypotheses and dynamically assign attention scores to
potential associations between particles, based on their spatio-temporal relationships and contextual
information. We saw that attention could effectively capture long-range dependencies and complex
interactions between particles, even in dense and cluttered environments. By attending to informative
regions and considering both local and global contexts, the model can make more informed decisions
regarding association and hypothesis pruning, improving the overall tracking accuracy.

By leveraging attention to guide the decision-making process, the model can effectively handle the
NP-hard aspects of the problem, reducing computational complexity and improving tracking accuracy.
This hybrid approach combines the strengths of both techniques and has the potential to significantly
advance particle tracking capabilities.

5.3 Pretraining
Pretraining [33], a common practice in deep learning, involves training a model on a large-scale dataset
to learn generic features or representations before fine-tuning it on a task-specific dataset. By leveraging
pretraining, we can leverage the vast amount of data available to learn rich representations that capture
essential spatio-temporal patterns and dynamics.

In the context of particle tracking, pretraining can be particularly beneficial for several reasons. The
availability of large-scale unlabelled or weakly labelled datasets allows the model to learn generalisable
features that are applicable across different tracking scenarios. By capturing high-level patterns and
concepts, the pretrained model can provide a strong foundation for subsequent fine-tuning and adapt-
ability to specific tracking tasks. Pretraining can, hence, alleviate the need for an excessive amount
of labelled training data, which is often expensive and time-consuming to obtain. By utilising unsu-
pervised or weakly supervised pretraining approaches, the model can learn from readily available data
without relying on costly annotations. This reduces the annotation burden and makes the tracking
system more scalable and accessible.

Moreover, pretraining can aid in addressing challenges related to the high dimensionality and variability
of particle tracking data. By learning low-dimensional latent representations through pretraining, the
model can effectively capture salient features and reduce noise and redundancy in the input data. This
dimensionality reduction facilitates more efficient computations and improves the tracking system’s
robustness and generalisation ability.

Furthermore, pretraining enables the transferability of learnt representations across related tasks or
domains. By training on a diverse set of data that spans different environments and particle types,
the model can acquire knowledge that can be effectively transferred to new tracking scenarios. This
transfer learning capability reduces the need for extensive retraining or fine-tuning when deploying the
system in novel environments, saving time and computational resources.
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5.4 Conclusion
The attention-based methods discussed in this text offer a powerful framework for capturing spatio-
temporal relationships and extracting contextual information, enhancing tracking accuracy and effi-
ciency. By leveraging self-attention mechanisms and incorporating a learnable bucketing step, the
model can adaptively allocate particles to lower-dimensional spatio-temporal buckets, reducing com-
putational complexity and improving tracking performance in dynamic environments.

The integration of normal multiple hypothesis tracking with attention addresses the association and
hypothesis pruning challenges. By selectively focusing on relevant particles and their interactions,
attention-based methods reduce the search space, improving computational efficiency and tracking
accuracy. This hybrid approach combines the strengths of both techniques, facilitating more informed
decisions and robust tracking in dense and cluttered environments.

The exploration of pretraining offers the potential to learn generic representations from large-scale
unlabelled or weakly labelled data. By capturing essential spatio-temporal patterns and reducing
dimensionality, pretraining enhances generalisation, scalability, and robustness. Leveraging transfer
learning, pretrained models can be effectively adapted to new tracking scenarios, reducing the need for
extensive retraining and fine-tuning.

The future scope of this project, however, is not without challenges. Careful architectural design,
loss function selection, and training strategies are essential for successful integration and realisation
of these advancements. Additionally, limitations and potential trade-offs must be considered, such as
computational resources, dataset availability, and the need for domain-specific fine-tuning.
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